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ABSTRACT

Recognizing action patterns and exploring multiple relations are vi-
tal for Temporal Action Detection (TAD) task, which aims at locat-
ing and classifying action segments in untrimmed videos. However,
most existing methods attempt to build a general model to handle di-
verse actions, ignoring the huge difference between various classes.
Besides, the exploration of temporal and semantic relations between
different segments remains an ongoing challenge due to complex
video content. In this paper, we contend that different action classes
should be processed differently and thus design a new Class-Aware
Mechanism to achieve accurate detection. Moreover, an effective
module named Multi-relations Builder is proposed to establish tem-
poral and semantic relations simultaneously. These two modules are
integrated as Class-Aware Network with Multi-relations (MrCAN).
In comprehensive experiments conducted on two benchmarks, it out-
performs all other current methods and achieves state-of-the-art per-
formance, improving the average mAP from 45.78% to 48.98% on
THUMOS-14 and from 35.52% to 35.87% on ActivityNet-1.3 re-
spectively. Furthermore, the well-designed Multi-relations Builder
can also be used to boost some other existing methods.

Index Terms— Video Analysis, Temporal Action Detection

1. INTRODUCTION

As a significant task of video understanding, Temporal Action De-
tection (TAD) aims at locating the boundary of every action instance
and classifying its class label in untrimmed videos. Inspired by the
success of object detection, two-stage pipeline [1, 2, 3, 4, 5] pre-
vails in TAD: the first stage generates candidate action segments
(i.e., proposals), which are then labelled with certain classes in the
second stage. Overall, performance of TAD largely depends on two
aspects. Firstly, recognizing action patterns bridges semantic infor-
mation with video representations. Secondly, exploring rich logical
relations within videos gives the model a larger receptive field, and
also makes the video representation more expressive.

In terms of pattern recognition, as shown in Fig.1, videos are
firstly divided into several snippets and encoded as feature sequence.
Next, some methods [1, 3] try to recognize boundary patterns of
each snippet to locate action boundaries. Meanwhile, action pat-
terns within predefined anchors can be recognized to evaluate con-
fidence score of each anchor [2, 4, 6]. However, almost all meth-
ods [1, 2, 3, 4, 6] force the model to cater for all kinds of actions,
which means that a universal pattern has to be summarized to lo-
cate every action’s start, end and actionness. It has great limitations
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Fig. 1: Pattern recognition in TAD. Model locates the start and end
time by boundary pattern of each snippet, and evaluate anchor’s con-
fidence by action pattern of each anchor.

because patterns vary dramatically with action classes. As shown
in Fig.2(a), Painting (of decoration class) and Long Jump (of sports
class) are completely different in scenes, motion amplitudes, and fre-
quencies; but the Javelin Throwing, which also belongs to sports, is
similar to Long Jump: for example, both are large amplitudes move-
ments that occur in stadiums and start with running. Rather than
existing general models, it is more reasonable to roughly classify
actions first and then detect them distinctively based on class.

As for exploring relations in videos, 1D convolution is widely
applied to process local temporal relations [1, 2, 3, 6]. Graph con-
volution network is used to model relations between snippets [4, 7]
or segments [5]. Recently, transformer [8] is adopted to establish
semantic relations between distant segments. In fact, complex re-
lations in video pose an important challenge to accurate detection.
As illustrated in Fig.2(b), some boundaries are very vague, and it
is difficult to tell actions from backgrounds based on limited local
information. However, if the model is allowed to look forward and
backward and grasp the segmental temporal relations, detection will
be easier. In addition to the local and segmental temporal relations,
semantic relations are also crucial. For example, in Fig.2(c), duration
of one action can be varied (such as normal actions and slow-motion
playback), but they are similar semantically. Although some actions
may be hard to probe, if the model has seen an understandable sim-
ilar action, then semantic relations between them will be beneficial
for complete detection. In general, taking all relations into account
is critical and this key task still requires further research.

To tackle these two challenges, we propose Class-Aware Net-
work with Multi-relations (MrCAN) and there are two crucial de-
signs inside. (1) For unambiguous recognition of diverse actions, we
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Painting (Class: Interior decoration)

Which is the start?

(b) Segmental relations help detection.

(c) Semantic relations help detection.
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Partly similar
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(a)

Fig. 2: Motivations of this paper. (a) Action patterns vary dramat-
ically with classes. It is more reasonable to detect actions distinc-
tively based on class. (b) Temporal relations and (c) semantic re-
lations are crucial for detection because they endow models with
broader view and better understanding of video content.

contend that completely different classes should be processed sepa-
rately, and some partly similar classes can be treated together. To this
end, Class-Aware Mechanism (CAM) is introduced. It includes
several action branches and a universal branch. Each action branch
takes charge of one specified class and the universal branch sup-
plies universal information. After obtaining a sketchy and general
class label of raw video from a video-level classifier, corresponding
branches in CAM are activated to generate predictions. (2) In or-
der to fully explore video relations at multiple levels simultaneously,
Multi-relations Builder (MULR) is designed. MULR constructs
three paths for different purposes: the first path is composed of 1D
convolution to extract local information; the second path uses GRU
flexibly to broaden receptive field of the model and explore segmen-
tal temporal relations; and the third path contains two cascaded self-
attention modules to grasp semantic relations. Experiments have
verified that this builder can improve performance and reduce com-
putational cost by 38% than graph model GTAD [4]. Furthermore,
as an independent module, MULR can also be generalized to other
methods like BMN [2] and TSI [3]. In summary, our work has three
main contributions:

1. We contend that different action classes should be treated dif-
ferently to generate accurate action segments, and thus the Class-
Aware Mechanism (CAM) is proposed to implement this insight.

2. Multi-relations Builder (MULR) is designed to explore lo-
cal&segmental temporal relations and global semantic relations in
an unified module. This builder not only plays an important role in
this work, but also is effective for some other existing models.

3. We propose the Class-Aware Network with Multi-relations
(MrCAN) for TAD task and verify its effectiveness on two bench-
marks. MrCAN achieves state-of-the-art performance using a va-
riety of feature extractors. Using the two-stream feature, MrCAN
promotes the average mAP from current best 35.52% to 35.87% on
ActivityNet-1.3 and from 45.78% to 48.98% on THUMOS-14.

2. METHOD

2.1. Pipeline
Pipeline of MrCAN is shown in Fig.3. Input is video V = {vi}lvi=1,
vi representing the i-th frame of all lv frames. Ground-truth actions
are denoted as Φg = {φi = (ts,i, te,i, ci)}Ng

i=1. Here, Ng is the
number of ground truths, with ts, te and c indicating the start time,
end time and action label of each instance respectively. Output is

predicted segments Φp = {φi = (ts,i, te,i, ci, scorei)}Np

i=1. Np is
the quantity of predicted actions and score is the confidence score.

Firstly, video V is sent to the first action classifier and feature ex-
tractor to obtain the video-level action class θ and feature sequence
Fv separately. Next, Multi-relations Builder explores temporal and
semantic relations within the feature Fv . After that, in Class-Aware
Mechanism, given predicted class θ, action branches and the univer-
sal branch are merged together to generate boundary probabilities of
each snippet, as well as IoU score, center offset and duration offset
of each anchor. All the output are fused to generate action proposals
Φp in Proposal Selection Module. Finally, another proposal-level
classifier tags every proposal with a fine action label.

2.2. Feature Extractor and Action Classifier
Following previous work [1, 2, 3], two-stream network [9] with ar-
chitecture designed in [10] serves as feature extractor. Videos can
be divided into several snippets at a regular interval of σ frames, as
shown in Fig.1. Each snippet is encoded as fs ∈RC by concatenat-
ing the output score of top fc-layer in two-stream network, then fea-
ture sequence of the whole video can be denoted as Fv={fi}Ti=1⊂
RC×T , where T = lv/σ. Besides, features provided by [4, 11, 12]
are also adopted for fair and comprehensive comparison.

For accurate and reasonable detection, MrCAN roughly clas-
sifies videos firstly and then detect them distinctively. A video-
level classifier of m classes scans the whole video and predicts a
sketchy action class, e.g.“Sports&Exercise”. And a proposal-level
classifier of n classes (m ≤ n) receives proposals and tags them
with finer labels, e.g.“Long Jump”. For fair comparison, follow-
ing [1, 2, 3, 13, 14], Untrimmed Net [15] and the model designed
by [16] serve as action classifiers. More details of feature extractor
and classifiers are elaborated in Supplementary Materials.

2.3. Class-Aware Mechanism
In order to process completely different classes separately for ac-
curate detection, Class-Aware Mechanism (CAM) is proposed. As
shown in Fig.3, CAM has four blocks with different outputs, and
these blocks are instantiated by two basic modules: Boundary Pat-
tern Recognizer (BPR) and Action Pattern Recognizer (APR). Both
BPR and APR are equipped with m action branches and a universal
branch. Each action branch takes charge of one specified class and
learn corresponding patterns unambiguously, while universal branch
distills universal information applicable for most classes.

BPR aims at predicting boundary probabilities Ps and Pe of
each snippet. Structure of BPR is illustrated in Fig.4(left). Receiving
Fv ∈RC×T , Start-BPR generates start probabilities Ps,act∈Rm×T

from m action branches and Ps,uni ∈ RT from universal branch.
Similarly, End-BPR produces Pe,act and Pe,uni. In the later Fil-
ter&Fusion Module, given the video-level classification results in
one-hot form θ ∈ Rm, action branches and universal branches are
fused through weights ωBPR ∈ Rm (0 ≤ ωBPR ≤ 1), as shown
in Eq.(1)(2). Here, ‘·’ represents dot product and ‘⊙’ represents
Hadamard product. The Filter&Fuse Module filters output of action
branches according to class label θ, and fuses action branches with
the universal branch via ωBPR. ωBPR is trainable because the accu-
rate detection of some actions needs more exclusive features while
others may depend more on universal patterns, and setting ωBPR

trainable transfers the decision right to the model itself.

Ps,ff= (θ ⊙ ωBPR) · Ps,act + (1− θ · ωBPR)Ps,uni (1)

Pe,ff= (θ ⊙ ωBPR) · Pe,act + (1− θ · ωBPR)Pe,uni (2)
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Fig. 3: Overview of MrCAN. Multi-relations Builder explores local temporal relations, segmental temporal relations, and global semantic
relations simultaneously. Class-Aware Mechanism processes each class differently based on action branches, and generates boundary proba-
bilities of each snippet, as well as IoU maps and offset maps of each anchor.

APR is designed to recognize action patterns of anchors. Anchor
starts at the s-th snippet and lasts d snippets is denoted as (s, d). As
shown in Fig.1, all anchors are arranged to an anchor map of size
[D,T ], with x-axis indicating the start time and y-axis indicating the
duration of each anchor.D is the predefined max duration of anchors.
Next, Feature Align Layer uniformly samples L feature vectors for
each anchor, and pools them together. BM Layer designed in [2]
serves as align layer and outputs a feature map of size [C′, D, T ],
where each anchor is represented by one vector of C′ dimension. L
is set as 32 and C′ is 256, the first 128 dimension for IoU-APR and
the second 128 for Offset-APR. IoU-APR and Offset-APR are used
to predict the IoU score and offset for each anchor, and the prediction
is also shaped as a map M of size [D,T ].

Structure of APR is shown in Fig.4(right). APR generates two
map sets, each set includes Mact of shape [m,D, T ] stems from
action branches and Muni of [D,T ] from universal branch. In
IoU-APR, two sets are denoted as SetrIoU (Eq.(3)) and SetcIoU
(Eq.(4)). Both sets all indicate anchor’s overlap with actions, but are
trained by regression loss and classification loss, respectively.

SetrIoU = {MrIoU,act,MrIoU,uni} ⊂ {Rm×D×T ,RD×T } (3)

SetcIoU = {McIoU,act,McIoU,uni} ⊂ {Rm×D×T ,RD×T } (4)

In Offset-APR, two sets are denoted as Setcent (Eq.(5)) and
Setdura (Eq.(6)). These two sets indicate each anchor’s center off-
set and duration offset respectively. Sigmoid layer is removed in
offset-APR to predict offsets.

Setcent = {Mcent,act,Mcent,uni} ⊂ {Rm×D×T ,RD×T } (5)

Setdura = {Mdura,act,Mdura,uni} ⊂ {Rm×D×T ,RD×T } (6)

Similar to BPR, every action branch takes charge of a certain
class and the universal branch distills universal patterns, and they
are fused by the Filter&Fusion Module as shown in Eq.(7). For con-
cision, M refers to any of MrIoU ,McIoU ,Mcent and Mdura. The
weight ωAPR∈Rm is also trainable (0 ≤ ωAPR ≤ 1).

Mff= (θ ⊙ ωAPR) ·Mact + (1− θ · ωAPR)Muni (7)

𝒎𝒎𝒎𝒎

𝒔𝒔𝒔𝒔𝒔𝒔𝟐𝟐 {𝑴𝑴𝒂𝒂𝒂𝒂𝒔𝒔, 𝑴𝑴𝒖𝒖𝒖𝒖𝒖𝒖}
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Fig. 4: Boundary Pattern Recognizer (left) and Action Pattern Rec-
ognizer (right). In convolution blocks, numbers in brackets represent
the input channel, output channel and kernel size respectively.

Finally, we can obtain Ps,ff ,Pe,ff of shape [T ] from Start-BPR
and End-BPR, indicating the boundary probabilities of each snippet.
Obtain MrIoU,ff and McIoU,ff of shape [D,T ] from IoU-APR, in-
dicating each anchor’s IoU score. Obtain Mcent,ff and Mdura,ff

of shape [D,T ] from Offset-APR, indicating each anchor’s center
offset and duration offset.

2.4. Multi-relations Builder
Multi-relations Builder (MULR) is to fully explore temporal and se-
mantic relations in video simultaneously. As shown in Fig.3, there
are three well-designed paths in this module. (1) Local Path consists
only of 1D convolutions and extract local patterns around certain
snippet. (2) In the Segmental Path, GRU is introduced to capture
segmental temporal relations. Video feature is sent in temporal or-
der to the stacked Fore-GRUs to accumulate valuable information
from past moments. Furthermore, considering the whole video fea-
ture is accessible in TAD task, feature flipped along time dimen-
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sion is sent into stacked Back-GRUs to “memorize” useful infor-
mation from the future. With the help of GRU, receptive field of
model extends bidirectionally to the past and future, which builds
the segmental temporal relations. (3) To grasp global semantic re-
lations, two cascaded self-attention modules construct the Seman-
tic Path. Inspired by [8], multi-head attention is applied and the
head count is set as 4. Attention mechanism builds global relations
between any segments with similar semantic information, exchang-
ing and aggregating information as needed. In summary, three basic
units (Conv1D, GRU and Attention) are adopted flexibly to explore
both temporal and semantic relations. Experiments have verified that
MULR can improve performance and reduce computational cost by
38% than graph model GTAD [4], and can also boost some other
existing methods like BMN [2] and TSI [3]. Detailed structure of
MULR are listed in Supplementary Materials.

2.5. Training

Label Assignment. Assuming the video duration is Tv , for the fea-
ture of i-th snippet fi ∈ RC in feature sequence Fv ∈ RC×T , its
corresponding period is [(i− 1)· Tv

T
, i· Tv

T
]. In annotation, a ground-

truth action is denoted as φg = [t∗s , t
∗
e ]. Expanding boundary from

moment to region, the start region is defined as rs = [t∗s − 1.5 ·
Tv
T
, t∗s +1.5 · Tv

T
] and end region as re=[t∗e −1.5·Tv

T
, t∗e +1.5·Tv

T
].

For BPR, label of start probabilities Gs∈RT is obtained by comput-
ing the overlap of each snippet with rs. Label of end probabilities
Ge can be obtained in the same way. For APR, calculate IoU be-
tween each anchor and all actions, and then arrange the result into
a map GIoU ∈RD×T , according to the layout shown in Fig.1. For
each anchor [ts, te] whose IoU score larger than 0.9, assuming its
corresponding ground truth segment is [t∗s , t

∗
e ], calculate the center

offset ∆c and duration offset ∆d as Eq.(8)(9), and arrange all an-
chors’ offsets into maps Gcent and Gdura.

c =
ts + te

2
, d = te − ts, c

∗ =
t∗s + t∗e

2
, d∗ = t∗e − t∗s (8)

∆c =
c∗ − c

d
, ∆d = log

d∗

d
(9)

Basic Loss. (1) Start-BPR and End-BPR are trained by the re-
weighted binary cross-entropy loss Lbpr , as shown in Eq.(10). P =
{pt}Tt=1 is the predicted boundary probabilities and G = {gt}Tt=1

is the label. Snippets with gt > 0.5 serve as positive samples (i.e.,
δ{gt > 0.5} = 1) and others are negative samples. T+ and T−

represent the number of positive and negative samples respectively.
(2) IoU-APR is trained by the re-weighted binary cross-entropy loss
Lapr (Eq.11) and L2 loss L2. M = {mi}Na

i=1 and G = {gi}Na
i=1

represent the predicted value and ground-truth value of each anchor.
Na, N

+
a , N−

a represent the number of all anchors, positive anchors
whose IoU greater than 0.9 and negative anchors, respectively. (3)
Offset-APR is trained by the Smooth L1 loss L1. Note that only
those anchors with IoU greater than 0.9 participate in the training of
Offset-APR. The re-weights in Lbpr and Lapr are used to balance
the number between positive and negative samples.

Lbpr(P,G) = −
1

T

T∑
t=1

(
T

T+
· δ{gt > 0.5} · log pt

+
T

T− (1− δ{gt > 0.5}) · log (1− pt)) (10)

Lapr(M,G) = −
1

Na

Na∑
i=1

(
Na

N+
a

· δ{gi > 0.9} · logmi

+
Na

N−
a

(1− δ{gi > 0.9}) · log (1−mi)) (11)

Training Objective. Training objective of MrCAN consists of three
parts, as shown in Eq.(12)(13)(14), respectively. The total cost is
formulated as Eq.(15). λ1 and λ2 are balance coefficients between
different terms, which are set as 5 and 25 respectively according to
the ablation study in Supplementary Materials.

Lbound=Lbpr(Ps,ff , Gs) + Lbpr(Pe,ff , Ge) (12)

LIoU =Lapr(McIoU,ff , GIoU ) + λ1 · L2(MrIoU,ff , GIoU ) (13)

Loff =L1(Mcent,ff , Gcent)+L1(Mdura,ff , Gdura) (14)

L = Lbound + LIoU + λ2 · Loff (15)

2.6. Inference
After obtaining Ps,ff , Pe,ff , MrIoU,ff , McIoU,ff , Mcent,ff and
Mdura,ff from CAM, following [1, 2, 3], snippet in boundary proba-
bility P is screened out as candidate boundary point if it is local peak
or its probability is greater than 0.5 ·max(P ). All start snippets and
end snippets are matched to generate proposals. Proposal starts at t1
and ends at t2 is denoted as (t1, t2), its center is c = (t1+ t2)/2 and
duration is d = t2 − t1. We can get its start probability P t1

s,ff , end

probability P t2
e,ff and IoU score M

(t1,d)
IoU,ff = M

(t1,d)
rIoU,ff · M (t1,d)

cIoU,ff .
Subsequently, to refine the boundary, we can obtain center offset
∆c = M

(t1,d)
cent,ff and duration offset ∆d = M

(t1,d)
dura,ff , and adjust the

boundary to (t′1, t
′
2) as Eq.(16):

c′ = d ·∆c+ c, d′ = d · e∆d

t′1 = c′ − d′

2
, t′2 = c′ +

d′

2

(16)

Finally, proposal-level classifier assigns every proposal with a
fine label and a classification score P

(t1,t2)
label . The final confidence

score score(t
′
1,t

′
2) is shown as Eq.(17). Then Soft-NMS [17] is

adopted to remove redundant segments.

score(t
′
1,t

′
2) = P t1

s,ff · P t2
e,ff · M (t1,d)

IoU,ff · P (t1,t2)
label (17)

3. EXPERIMENTS

3.1. Dataset and Settings
Dataset. We validate the effectiveness of MrCAN on two challeng-
ing benchmarks. ActivityNet-1.3 [18] contains 19994 temporally
annotated videos with 200 action classes. Besides, the hierarchical
structure of all classes is accessible in annotation. THUMOS-14
consists of 200 temporally annotated videos in validation set (about
3000 action instances included) and 213 videos in testing set (about
3400 action instances included) . 20 action categories are included.
Implementation Details. As described in Sec.2.2, two-stream net-
work [9] with architecture [10] extracts features of 400 dimension
from raw videos at a regular frame interval σ (σ is set as 16 and 5
for ActivityNet and THUMOS, respectively). Meanwhile, features
provided by [4, 11, 12] are also used for fair and comprehensive
comparison. Following [1, 2, 3], for ActivityNet, we resize feature
sequence of all videos to T = 100 using linear interpolation. On
THUMOS, sliding windows with length of 128 and overlap ratio of
0.5 are applied to trim videos. The max duration D of anchors is set
as 100 for ActivityNet and 64 for THUMOS. For fair comparison,
following [1, 2, 3, 13, 14], Untrimmed Net [15] serves as classifiers
for THUMOS, and the recognition model by [16] for ActivityNet.
In annotation of ActivityNet, the hierarchical structure of classes has
four layers, including 5/14/53/200 categories respectively. Accord-
ing to ablation studies in Sec.3.4, 14 categories are selected as video-
level action classes and the bottom 200 categories as proposal-level
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Table 1: Temporal action detection performance comparison with
state-of-the-art methods on validation set of ActivityNet-1.3. Bold
data indicates the best performance. MrCAN performs better than all
current methods, especially the mAP@0.95 at high IoU threshold.

Model Feat mAP@0.5 mAP@0.75 mAP@0.95 Avg. mAP
BSN [1]

TS

46.45 29.96 8.02 30.03
BMN [2] 50.07 34.78 8.29 33.85
BC-GNN [7] 50.56 34.75 9.37 34.26
GTAD [4] 50.36 34.60 9.02 34.09
TSI [3] 51.18 35.02 6.59 34.15
BSN++ [21] 51.27 35.70 8.33 34.88
PCMNet [22] 51.35 36.10 9.49 35.27
TCA-Net [13] 52.27 36.73 6.86 35.52
MrCAN (ours) 52.38 36.51 10.02 35.85
BUTAL [20]

I3D

43.47 33.91 9.21 30.12
PGCN [5] 48.26 33.16 3.27 31.11
Anchor-free [23] 52.40 35.30 6.50 34.40
RTD-Net [14] 47.21 30.68 8.61 30.83
MrCAN (ours) 52.90 37.32 10.53 36.53
GTAD [4]

TSP
51.26 37.12 9.29 35.81

BMN [2] 51.23 36.78 9.50 35.67
MrCAN (ours) 54.08 37.98 10.92 37.30

classes. As for THUMOS, due to the lack of hierarchical informa-
tion, we divide proposal-level 20 actions into 10 video-level classes
based on characteristics of actions. Supplementary Materials pro-
vide details of feature extractor and action classification. MrCAN is
trained by Adam optimizer with batch size of 16 and learning rate of
10−3. Training epoch is set as 7 and 10 for THUMOS and Activi-
tyNet respectively. Learning rate is decayed to 10−4 after 5 epochs
on THUMOS and 7 epochs on ActivityNet.

3.2. Comparison with State-of-the-Art Methods
We compare the proposed MrCAN with state-of-the-art methods on
THUMOS-14 and ActivityNet-1.3. On testing set of THUMOS-14,
MrCAN reports mAPs of IoU thresholds {0.3, 0.4, 0.5, 0.6, 0.7} and
the average value of these metrics (i.e.,Avg.mAP). On validation set
of ActivityNet-1.3, mAPs at IoU {0.5, 0.75, 0.95} are reported and
Avg.mAP is calculated of IoU thresholds between 0.5 and 0.95 with
step of 0.05. For fair and complete comparison, besides the two-
stream feature ‘TS’, we also test MrCAN using ‘I3D’ [19] features
provided by [12] (also used by BUTAL [20]), two-stream features
of 2048 dimensions ‘TS*’ by GTAD [4] for THUMOS, and ‘TSP’
features by TSP [11] for ActivityNet.

On ActivityNet, Table1 reveals that MrCAN outperforms all
other existing methods and reaches outstanding performance under
three different features. In terms of Avg.mAP, MrCAN improves
Avg.mAP to 35.85%, 36.53% and 37.30% using TS, I3D and TSP
features, respectively. Especially at high IoU threshold, MrCAN
is the first model whose mAP@0.95 exceeds 10%, which justifies
that predictions of MrCAN are more reliable.

On THUMOS, Table2 shows the superiority of MrCAN. Mr-
CAN greatly outperforms all other methods no matter which fea-
ture is used. For instance, using TS feature, MrCAN improves the
Avg.mAP from current best 45.78% to 48.98%. As mentioned ear-
lier, different calculation method of Avg.mAP leads to the value
difference on two datasets (35% v.s. 48%). However, in terms of
mAP@0.5, performances of MrCAN on two datasets are consistent
(about 50%, TS features). In addition, despite reaching state-of-the-
art performance on both datasets, the improvement of MrCAN on
ActivityNet is not so obvious compared with THUMOS. Explana-
tions of this gap are discussed in Supplementary Materials.

3.3. Effectiveness of Multi-relations Builder
Multi-relations Builder (MULR) is designed to explore temporal and
semantic relations in an unified module effectively. To fully show

Table 2: Temporal action detection performance comparison with
state-of-the-art methods on testing set of THUMOS-14. ‘†’ indicates
the reproduced results. MrCAN outperforms other existing methods.

Model Feat mAP@0.3 mAP@0.4 mAP@0.5 mAP@0.6 mAP@0.7 Avg. mAP
BSN [1]

TS

53.50 45.00 36.90 28.40 20.00 36.76
BMN [2] 56.00 47.40 38.80 29.70 20.50 38.48
DBG [6] 57.80 49.40 39.80 30.20 21.70 39.78
BC-GNN [7] 57.10 49.10 40.40 31.20 23.10 40.18
BSN++ [21] 59.90 49.50 41.30 31.90 22.80 41.08
TSI [3] 61.00 52.10 42.60 33.20 22.40 42.26
TCA-Net [13] 60.60 53.20 44.60 36.80 26.70 44.38
PCMNet [22] 61.50 55.40 47.20 37.50 27.30 45.78
MrCAN (ours) 65.54 58.60 50.22 41.00 30.56 48.98
GTAD [4]

TS*
66.40 60.40 51.60 37.60 22.90 47.78

BMN† [2] 64.16 59.14 51.97 41.14 30.17 49.32
MrCAN (ours) 69.65 64.16 56.17 47.12 36.15 54.65
PGCN [5]

I3D

63.60 57.80 49.10 - - -
BUTAL [20] 53.90 50.70 45.40 38.00 28.50 41.20
RTD-Net [14] 68.30 62.30 51.90 38.80 23.70 49.00
ContextLoc[24] 68.30 63.80 54.30 41.80 26.20 50.88
Anchor-free [23] 67.30 62.40 55.50 43.70 31.10 52.00
MrCAN (ours) 71.33 66.83 60.56 50.12 37.88 57.34

the edge of MULR, we remove all action branches and compare
MrCAN with GTAD [4] which uses graph convolution to model
relations. Using TS* feature (provided by GTAD), mAP@0.5 and
Avg.mAP on THUMOS are reported in Table3. Computational cost
is measured by Multiply–Accumulate Operations (MACs) and cal-
culated using the same input size of [400, 100]. Impressively, Mr-
CAN greatly outperforms GTAD with 38% less computational cost.

Furthermore, to justify the generalization of MULR, we choose
BMN [2] and TSI [3] which lack explicit construction of relations
as baselines, and replace their first three convolution layers with
MULR. Experiments are carried out on THUMOS with TS feature.
Table3 demonstrates that MULR significantly boosts the perfor-
mance of baselines, with improvement more than 4% on Avg.mAP.
Note that MULR only brings a slight addition of computational cost.

Table 3: Effectiveness of MULR. mAP@0.5 and Avg.mAP on
THUMOS are reported. MULR achieves better performance with
less computational cost than GTAD. Besides, MULR can also be
generalized to BMN and TSI to boost their performances obviously.

Model Feat MACs(G) mAP@0.5 Avg.mAP
GTAD TS* 45.71 51.60 47.78
MrCAN (w/o Act. Branch) 28.68 55.68 53.98
BMN

TS

24.62 38.80 38.48
BMN+MULR 25.07 44.19 (+5.39) 43.14 (+4.66)
TSI 24.68 42.60 42.26
TSI+MULR 25.13 47.21 (+4.61) 46.46 (+4.20)

3.4. Ablation Study
To substantiate effectiveness of each module and explore influences
of different settings, sufficient ablation experiments are conducted.
Ablation study on CAM. The introduction of CAM brings three
questions: (1) Does the model parameters and computational cost in-
crease m times after adding m action branches? (2) How should the
number of action branches be set? (3) What role do action branches
and the universal branch play?

To answer these questions, ablation study on CAM is performed
on both datasets. Results on ActivityNet are listed as Table4, and
results on THUMOS can be found in Supplementary Materials. (1)
For the first question, when increasing action branches from 5 to
200, increase of parameters and computational cost is slight and ac-
ceptable. Note that even the computational cost of MrCAN with
200 branches is still 35% less than GTAD. The reason is that ac-
tion branch is realized by only changing output channels of the last
convolution layer. (2) For the second question, as shown in Table4,
performance may NOT be better when increasing action branches. A
possible explanation is that there is a trade-off between action class
number and detection accuracy. Too few action branches causes
larger intra-class variance inside each branch and too many branches
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reduce the number of effective training samples per branch, which
both undermine the performance. 14 branches is reasonable for Ac-
tivityNet due to that video-level classifier is responsible for general
and sketch classification, and thus the number of action branches
should not be too large. (3) For the third question, Table4 reveals
that the design of action branch can improve performance compared
with model with only universal branch. Moreover, performance can
be further boosted if add the universal branch to CAM, which certi-
fies the importance of universal branch.

Table 4: Ablation study on CAM, conducted on ActivityNet using
TS feature, mAP@0.95 and Avg. mAP are reported.

Model
#Action
Branch

#Universal
Branch

Params
(M)

MACs
(G) mAP@0.95 Avg. mAP

GTAD 0 1 9.49 45.71 9.02 34.09

MrCAN

0 1 7.60 28.68 9.91 35.24
5 0 7.61 28.70 9.85 35.46
5 1 7.61 28.70 9.99 35.57
14 0 7.62 28.74 10.06 35.53
14 1 7.62 28.75 10.02 35.85
53 0 7.66 28.95 9.63 35.23
53 1 7.66 28.95 10.01 35.74
200 0 7.81 29.72 9.82 35.40
200 1 7.81 29.72 10.17 35.56

Ablation study on MULR. MULR has three paths for local tem-
poral relations, segmental temporal relations and global semantic
relations, respectively. Ablation study on different path settings is
performed on both datasets with TS feature. Results are listed in
Table5. Local path only consists of 1D convolution is a fundamental
path. On this basis, adding segmental temporal relations by GRU or
adding global semantic relations by self-attention can improve per-
formance, as declared by the first three rows in table. In addition,
Complete MULR at the last row verifies that these three paths do not
conflict, and combining them is the best choice.

Table 5: Ablation study on the settings of MULR.
Local

(Conv1D)
Segmental

(GRU)
Semantic

(Attention)
THUMOS ActivityNet

mAP@0.5 Avg. mAP mAP@0.5 Avg.mAP
✓ 46.85 45.90 51.85 35.30
✓ ✓ 49.50 (+2.65) 48.36 (+2.46) 52.24 (+0.39) 35.63 (+0.33)
✓ ✓ 48.91 (+2.06) 47.39 (+1.49) 52.04 (+0.19) 35.53 (+0.23)
✓ ✓ ✓ 50.22 (+3.37) 48.98 (+3.08) 52.38 (+0.53) 35.85 (+0.55)

Ablation study on total structure. Remove CAM or MULR from
complete MrCAN and test them on both datasets using TS feature.
As exhibited in Table6, both CAM and MULR are central to the
detection accuracy of MrCAN.

Table 6: Ablation study on total structure.

CAM MULR THUMOS ActivityNet
mAP@0.5 Avg. mAP mAP@0.5 Avg.mAP

✓ 46.85 45.90 51.85 35.30
✓ 48.60 46.87 52.01 35.24

✓ ✓ 50.22 48.98 52.38 35.85

4. CONCLUSION
In this paper, we point out two key aspects in temporal action de-
tection task: recognizing action patterns and exploring multiple re-
lations. We contend that classes with huge differences should be
recognized differently, and thus Class-Aware Mechanism with sev-
eral action branches is proposed. Besides, Multi-relations Builder is
designed to explore temporal and semantic relations simultaneously.
This builder is composed of three basic units and can also be gener-
alized to some other methods. These two innovations are integrated
as Class-Aware Network with Multi-relations (MrCAN). Compre-
hensive experiments verifies that MrCAN remarkably outperforms
existing methods and achieves state-of-the-art performance on both
THUMOS-14 and ActivityNet-1.3.
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